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ABSTRACT

Aim To assess machine-learning models, their methodological qu-
ality, compare their performance, and highlight their limitations.

Methods The Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses (PRISMA) recommendations were appli-
ed. Electronic databases Science Direct, MEDLINE through 
(PubMed, Google Scholar), EBSCO, ERIC, and CINAHL were 
searched for the period of January 2016 to September 2023. Using 
a pre-designed data extraction sheet, the review data were extrac-
ted. Big data, risk assessment, colorectal cancer, and artificial in-
telligence were the main terms.

Results Fifteen studies were included. A total of 3,057,329 colo-
rectal cancer (CRC) health records, including those of adult pati-
ents older than 18, were used to generate the results. The curve's 
area under the curve ranged from 0.704 to 0.976. Logistic regre-
ssion, random forests, and colon flag were often employed tech-
niques. Overall, these trials provide a considerable and accurate 
CRC risk prediction.

Conclusion An up-to-date summary of recent research on the use 
of big data in CRC prediction was given. Future research can be 
facilitated by the review's identification of gaps in the literature. 
Missing data, a lack of external validation, and the diversity of 
machine learning algorithms are the current obstacles. Despite ha-
ving a sound mathematical definition, area under the curve appli-
cation depends on the modelling context. 

Key words: artificial intelligence, adults, oncology, review, syste-
matic
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INTRODUCTION

Colorectal cancer (CRC) is a diverse illness cau-
sed by molecular changes that result in tumour 
initiation, development, and invasiveness in the 
colorectal portion of the gastrointestinal tract (1). 
Colorectal cancer is the third deadliest cancer in 
the world after lung cancer and breast cancer (2). 
In the years 2015 to 2020, around 5.25 million pe-
ople globally were living with CRC, and approxi-
mately 0.94 million deaths attributable by CRC 
will occur worldwide in 2020 (3). According to 
the American Cancer Society (ACS) estimates, 
approximately 153,020 individuals will be dia-
gnosed with CRC and 52, 550 will die from the 
disease in Untied State (4). In addition, the World 
Health Organization (WHO) urged the prioritiza-
tion of cancer care, particularly CRC because it 
is present in all nations regardless of poverty (5). 
Globally, it is essential to employ future solutions 
for the CRC burden control (6).
Artificial intelligence has improved data utilizati-
on for researches that is needed to reduce mortality 
and morbidity of CRC (7). Big data in healthcare 
pertains to extensive volumes of health-related 
information gathered from diverse origins (8). 
Contrary to conventional healthcare data, big data 
includes non-clinical information like wearables, 
patient-generated data, social media posts, envi-
ronmental data, and non-clinical data from electro-
nic health records (EHRs), medical imaging, and 
genetic sequencing. Using big data in healthcare 
has the potential to significantly enhance service 
provision, patient outcomes, and the overall effi-
cacy of the medical industry (9). Data privacy, 
security, the ethical use of information, and the 
necessity for effective data governance structures 
are a few of the obstacles it poses (10). Big data, 
that can be analysed by artificial intellegence (AI), 
can generate new knowledge, support clinical de-
cision-making, and develop treatment recommen-
dations (11). Big data facilitates proactive care 
planning by developing risk prediction models, 
which predict performance status, treatments, 
and severe symptoms for cancer patients (12,13). 
Furthermore, big data can improve nursing in-
formation systems using clinical decision system 
supportive tools, saving clinical documentation, 
and maps nursing documentation (9).
Using big data for building predictive model 
was effective screening tool for early interven-

tion, prevention, and early prediction of CRC 
risks (14,15).  Big data has the promise to im-
prove cancer patient care by having more diver-
se information about health-related issue, social, 
and economic issues (16). Furthermore, big data 
analysis can extract knowledge and value from 
complex dynamic environment with automatic 
and accurate detection of variables comparing to 
traditional data techniques which is less efficient 
(17). However, predictive modelling has been 
used widely with large-scale data to forecast a 
hidden pattern of information which helps in pre-
dicting future outcomes (18).
The ability of machine learning (ML) algorithms, 
a subset of AI, to manage the volume and hetero-
geneity of big data to develop predictive models 
that provide insight about the progression, risk 
factors, and management of diseases, has been 
particularly helpful (19). Big data based on ML 
for analysis, which gives meaningful outcomes 
for patients, identifies patients’ needs and impro-
ves their quality of life (20).
Although many studies have evaluated the 
effectiveness of machine learning algorithms in 
predicting the risk of CRC, the methodological 
quality of existing studies remains unclear. The 
purposes of this review were to identify machine-
learning models, evaluate their methodological 
quality, compare their performance, and identify 
their limitations. This review thus helps in iden-
tifying research gaps for improving future studi-
es and clinical practice. Furthermore, the findings 
from this systematic review help to understand 
the utility of machine learning models for the 
prediction of CRC. 

MATERIALS AND METHODS

Materials and study design 

An electronic search was performed using the 
following online databases: Science Direct, Med-
line through (PubMed), EBSCO, ERIC (Educati-
on Resources Information Centre) and Cumulative 
Index to Nursing & Allied Health Literature (CI-
NAHL) for the period January 2016-September 
2023. The key words were: machine learning, big 
data, risk prediction, colorectal cancer, area under 
the curve (AUC), model and artificial intelligence. 
The systematic review was conducted and repor-
ted according to the Preferred Reporting Items 
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for Systematic Reviews and Meta-Analysis (PRI-
SMA) guidelines (21). 
The study was approved the Research and Ethics 
Committee at the School of Nursing, University 
of Jordan.
Two independent authors were responsible for 
removing the duplicates, screening titles and 
abstracts, and analysing the full content of the 
studies in accordance with inclusion criteria. The 
inclusion criteria were studies published in the 
English language, articles related to colorectal 
or colon cancer, use of ML within the prediction, 
full text articles, have outcome CRC risk and sur-
vival predication, and published between 2016 
and 2023. Exclusion criteria were papers of pro-
tocols, conference papers, abstracts, posters, and 
letters to editors and editorials. This electronic 
search was conducted by two reviewers (MM-
A and EHB-M), who screened the titles and ab-
stracts independently. Disagreements and clari-
fications were discussed between the reviewers.
To determine the eligibility criteria, the Popula-
tion, Intervention, Control, Outcome, Study (PI-
COS) criteria (22) were used to determine studies 
that would be included in the review (Table 1). 

terventions. To reduce bias, data extraction was 
performed by two researchers independently and 
the type of extracted data was specified in study 
protocol.

Statistical analysis

The performance metric used to assess the CRC 
predictive model's discriminatory power was 
the area under the curve (AUC) of the receiver-
operator characteristic (ROC) plot, known as the 
concordance index.
The risk of bias assessment used was Tool to 
Assess the Risk of Bias and Applicability of Pre-
diction Model Studies (PROBAST) (22). Two 
independent researchers (MM-A and EHB-M) 
assessed the risk of bias. PROBAST is a structu-
red tool comprising 20 questions for assessing 
the risk of bias and applicability across the four 
domains of outcome, participants, analysis, and 
predictors (22). 

RESULTS 

After an initial database search, a total of 10,800 
studies were identified. After title, abstract, du-
plication removal, and full content screening, 15 
studies were finally included in the review (15, 
24-37) (Figure 1).

P Population Patients with CRC
I Intervention Build predictive model based on data

C Comparison  Comparison between patients with CRC and pati-
ents with non-CRC 

O Outcomes AUC, odds ratio, confidence interval

S Study cohort design, case-controlled retrospective, cross-
sectional retrospective

Table 1.  Population, Intervention, Control, Outcome, Study 
(PICOS) criteria for inclusion  

CRC, colorectal cancer; AUC, area under the curve

Methods

Data from the included studies were extracted 
by using the standardized extraction form deve-
loped by Joanna Briggs Institute (23) including: 
first author, year of publication, country, charac-
teristics of the participants, area under the curve 
(AUC), AI model type, study design, the period 
of study, number of features, and the aim of study. 
The included articles were discussed within the 
research team to divide them based on the type 
of the predictive models. We used the extracted 
data to determine key components, which inclu-
de model performance, CRC predictors, and the 
number of participants in the included studies, as 
well as the key components of the included in-

Figure 1. PRISMA Flow diagram of literature search

Of all 15 included studies, three used cohort de-
sign, one used case-controlled retrospective de-
sign, four were cross-sectional retrospective and 
seven used retrospective design. Overall, these 
15 included studies reported the results from 
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3,057,329 CRC health records including adult 
CRC patients above18 years of age. In terms of 
country of the study, United States (n=4), United 
Kingdom (n=2), and China (n=3) were represen-
ted by more than one study, while South Korea, 
Japan, Netherland, Brazil, Austral, Canada, and 
Taiwan had one study each.
In terms of AI models, 25 models were used, 
which include Random Forest (RF), Naive 
Bayes (NB), XGBoost, Colon Flag, One-Class 
Embedding Classifier (OCEC), Neural Network 
(NN), Logistic Regression (LR), Light Gradient 
Boosting Machine (LGBM), Machine Learning 
(ML), nomogram, artificial intelligence (AI), ar-
tificial neural network (ANN), Support-Vector 
Machine (SVM), Linear Discriminant Analysis 
(LDA), Decision Tree (DT), K-neighbours cla-
ssifier (KN), Gaussian Naive Bayes (GNB), Mul-
tinomial Naive Bayes (MNB), C-support vector 
classifier (SVC), Stochastic Gradient Descent 
Classifier (SGD), Gradient Boosting Classifier 
(GB), Extreme Gradient Boost Classifier (XGB), 
Decision Tree - Discrete and Sparse Multimodal 
Instance Learning (DT-DSMIL), Multi-Omics 
Multi-Cohort Assessment (MOMA), joint mo-
dels (Cox sub-mode). Seven studies compared 
between more than one model (Table 2).  
Model performance. The model performance 
was assessed by a range of measures and was 
not consistently reported across the included stu-
dies. The most frequently reported measure was 
AUC accuracy, odd ratio, and sensitivity. The 
confidence intervals for model performance mea-
sures were not always reported. Access to supple-
mentary materials was not always obtained. 
The outcome was about AUC, odds ratio, and 
accuracy. The area under the curve varied betwe-
en 0.704 and 0.976. Each model had a varying 
degree of accuracy, sensitivity, and specificity. 
There were statistical differences in the primary 
metric of AUC between the models. Although 
AUC is well defined mathematically, the practi-
cal use of this metric depends on the modelling 
context. Furthermore, each model has its benefits 
and drawbacks that are determined by its utiliza-
tion based on the nature of data used to analyse 
the hidden pattern of stored data. 
Risk of bias. Risk-of-bias assessment with PRO-
BAST signalling questions in four domains and 
20 items: 1.1. Were appropriate data sources 

used? 1.2. Were all inclusions and exclusions of 
participants appropriate? 2.1. Were predictors 
defined and assessed in a similar way for all par-
ticipants? 2.2. Were predictor assessments made 
without knowledge of outcome data? 2.3. Are 
all predictors available at the time the model is 
intended to be used? 3.1. Was the outcome de-
termined appropriately? 3.2. Was a prespecified 
or standard outcome definition used? 3.3. Were 
predictors excluded from the outcome definition? 
3.4. Was the outcome defined and determined in 
a similar way for all participants? 3.5. Was the 
outcome determined without knowledge of pre-
dictor information? 3.6. Was the time interval 
between predictor assessment and outcome de-
termination appropriate? 4.1. Was there a reaso-
nable number of participants with the outcome? 
4.2. Were continuous and categorical predictors 
handled appropriately? 4.3. Were all enrolled 
participants included in the analysis? 4.4. Were 
participants with missing data handled appropria-
tely? 4.5. Was the selection of predictors based 
on univariable analysis avoided? 4.6. Were com-
plexities in the data accounted for appropriately? 
4.7. Were relevant model performance measures 
evaluated appropriately? 4.8. Were model over-
fitting and optimism in model performance acco-
unted for? 4.9. Do predictors and their assigned 
weights in the final model correspond to the re-
sults from the reported multivariable analysis?
The first domain for the PROBAST risk of bias 
assessment tool was used to assess the patient do-
main; different studies had small sample size (26, 
33, 35). A study with 471 patients was judged as 
having a high risk of bias due to small sample 
size and lack of external validation (33). The 
same was with another study with only 94 pa-
tients (26). In predictors domain, the predictors 
were defined and assessed in a similar way for 
all participants in all studies. Similarly, the outco-
mes were determined appropriately and defined 
in a similar way for all participants in the selected 
studies. The analysis of predictor selection also 
influenced this domain. Most predictors were ca-
tegorical, either nominal or ordinal, which may 
limit discriminative ability and set limitations in 
the interpretability and accuracy of data (31). All 
validation studies were ranked as having a high 
risk of bias in this domain because of the selecti-
on bias, and the lack of external validation (33). 
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Country 
(reference 
number) 

Study Design
(Period)

No of patients 
(age range)

Features (number of features)
Model 
type 

Outcome Recommendation Limitations

UK (25)

Cross-sectional 
retrospective
(Jan 2000 – April 
2015)

2,550,119
(25,430 CRC)
 (>40 years)

Age, gender, full blood count (23) RF

AUC=0.776
95% CI: 0.771,  0.781
PPV  at  99.5%  specifi-
city   8.8%  with  NPV  
99.6%

Further research of the 
risk algorithm in the 
routine care setting

Family history and 
MSI status are not 
included
Limited sample size

Brazil (26)
Retrospective  
(2000 – 2021)

31,916 (un-
known)

Age, gender, residence, category of 
care, previous diagnosis and treatment, 
stage, code of combination of 
treatments, difference in days between 
the consultation and diagnosis dates, 
difference in days between consultation 
and treatment dates, difference in days 
between treatment and diagnosis dates, 
year of diagnosis, education level (25)

RF,
NB,
XGBo-
ost 
models

RF: Accuracy: 77.2%, 
AUC= 0.85.
NB: Accuracy 50.0%, 
AUC= 0.78.
XGBoost models: 
Accuracy 77.7%, AUC 
= 0.86

More studies are 
needed to compare the 
performance of AI models 
with the most common 
statistical models for 
prediction

Used models, which 
do not allow the 
inclusion of patients 
lost to follow-up

China (27)
Cohort 
(April 2020 - 
January 2021)

252 (59 HC, 99 
AA, 94 CRC) 
(21-85)

Age, gender, smoking, stage, BMI, 
Differentiation, tumour location, can-
cer family history, Serum Igg (11)

AA
CRC

AUC = 0.847
AUC = 0.844

Need a larger and more 
comprehensive study 
cohort for validation

Limited sample size

Canada (28)

Cross-sectional 
retrospective
 (Jan 2013 – June 
2015)

17,676 (PCL 
1014, CRC 60)
(50-75)

N= 23
Age, gender, full blood count (23)

Colon 
Flag

OR: CRC 5.1, PCL 2.0
Increasing the number of 
risk factors

Detailed information 
on a patient’s perso-
nal or family history 
of CRC or polyps 
was not available/not 
complete characteri-
zation of all sessile 
serrated polyps

USA (29)

Case-control 
retrospective
(Jan 2000 – Dec 
2013)

17,095 (900 
CRC)
(40–89 years)

Age, gender, full blood count (23) RF
AUC= 0.80
OR=34.7 (28.9– 40.4)

Identifying characteristics 
predictive of undiagnosed 
cancer risks such as age, 
gender, last BMI, and 
length of time since last 
physician visit.

Unknown

Netherlands 
(30)

Cross-sectional 
retrospective 
(Jul 2006 – Dec 
2011)

90,000 (588 
CRC) (at least 
30 years)

Consultation notes, demographics, 
medical history, medications, blood 
parameters, referrals (50)

LR AUC= 0.896
Study other diseases, 
datasets from other GP 
information systems

The language used: 
Dutch

South Korea 
(31)

Cross-sectional 
retrospective 
(Unknown)

1628,522 (2845 
CRC)

Demographics, Medical History, 
Family history, Questionnaire results, 
medical records (39)

OCEC 
NN
LR
RF
LGBM

AUC= 0.796 
AUC= 0.791
AUC= 0.769
AUC= 0.704
AUC= 0.794

Comparative effectiveness 
research is needed 

Depending on 
the country, the 
performance of the 
developed algorithms 
can differ

UK (31)
Retrospective
(2013)

528,060
(59-79 years)

Age Surgery
(30) 

LR AUC= 0.730

Future research needed 
if interventions derived 
from ML prediction lead 
to significant savings.

Interpretability and 
accuracy of data
- most predictors are 
categorical (nominal 
or ordinal), limiting 
discriminative ability
Lacking clinical 
details

RF AUC =0.757

XGBo-
ost

AUC =0.748
AUC ML range =0.748 
to 0.757

China (32)
Retrospective
(2010 - 2016)

57,835 CRC
(Above 18 
years)

N=22
age at diagnosis, gender, marital 
status, race/ethnicity, insurance status, 
histology type, primary tumour site, 
grade, tumour size, TNM stage, CEA 
level, surgery primary site, surgery 
metastasis site, survival time, survival 
status, gene, and causes of death. 

OS 
nomo-
gram

C-index = 0.67 (95% 
CI 0.662–0.678) for
training group 
0.658 (95% CI 
0.646–0.670) for 
validation groups

Use prospective design 

Further verification 
through prospective 
studies
SEER database does 
not contain some im-
portant information

CSS 
nomo-
gram

C-index = 0.692 (95% 
CI 0.682–0.702) for
training group 
 0.646 (95% CI 
0.622–0.670) for 
validation groups 

Japan (33)
Retrospective
(2004 - 2015)

471
58–76

N=27
Age, gender, stage, chemotherapy, 
recurrence number, tumour size, 
lymph nodes, pathology, histology, 
CT, tumour location, tumour markers: 
CEA and CA19-9.

AI 
model

AUC=0.7245 [95% 
confidence interval (CI) 
0.6707–0.7783

Perform an external 
validation

Selection bias
Old pathological 
slides
Small sample size 

Table 2. Application of Artificial Intelligence (AI) in colorectal cancer (CRC) prediction, diagnosis and treatment
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N, number; CRC, colorectal cancer; RF, Random Forest; AUC, area under curve; CI, Confidence Interval; PPV, Positive Predictive Value; NB, 
naive Bayes; XGB, Extreme Gradient Boost Classifier; HC, Healthy Control; AA, Advanced Adenomas; BMI, Body Mass Index; PCL, Pre-Can-
cerous Lesion; OR, Odd Ratio; LR ,Logistic Regression; GB, Gradient Boosting Classifier; OCEC , One-Class Embedding Classifier; NN, neural 
network; LGBM, Light Gradient Boosting Machine; ML, machine learning; N, Number of Features; OS, Overall Survival; CSS ,Cancer-Specific 
Survival; C-index , Consistency Index; CT, Computed Tomography; CEA, Carcinoembryonic Antigen; CA19-9, Carbohydrate Antigen; NHIS , 
National Health Interview; PLCO, Pancreatic, Lung; Colorectal; NSAID, nonsteroidal anti-inflammatory drug; ANN, artificial neural network; 
SVM , Support-Vector Machine; LDA , Linear Discriminant Analysis; ROC, receiver operating characteristics; SVM, Support-Vector Machine; 
DT, Decision Tree; LDA, Linear Discriminant Analysis; KN, K-neighbours classifier; GNB, Gaussian Naive Bayes; MNB, multinomial naive 
Bayes; SVC, C-support vector classifier;  DT-DSMIL, Decision Tree - Discrete and Sparse Multimodal Instance Learning; MOMA, Multi-Omics 
Multi-Cohort Assessment; Hb, Haemoglobin; MCV,  Mean Corpuscular Volume; NPV, Negative Predictive Value

USA (15)

Retrospective 
NHIS (1997 to 
2017)
PLCO (1993 and 
July 2001)

1,077,653
(18-75 years)

N=22
Age, first-degree relatives, BMI, 
screening, NSAID use, diet, inflamma-
tory bowel disease, alcohol/tobacco 
use, physical activity, family history, 
obesity, screening, diet (multivitamin, 
alcohol, vegetables, and red meat con-
sumption), height, physical activity, 
pharmaceuticals

ANN
LR
NB
RF
SVM
LDA

ROC curves
Family history available
ANN=0.75 (0.03)
LR=0.63 (0.11)
NB=0.69 (0.14)
RF=0.59 (0.04)
SVM=0.60 (0.04)
DT=0.58 (0.03)
LDA=0.50 (0.03) Recording these strong 

predictors more regularly
Missing data

Family history una-
vailable
ANN=0.70 (0.02)
LR=0.60 (0.05)
NB=0.71 (0.14)
RF=0.57 (0.08)
SVM=0.61 (0.04)
DT=0.55 (0.06)
LDA=0.50 (0.01)

Australia (34)
Retrospective
(1994 – 2010)

1236
mean age
67.1- 71.2 

N=118
Age, gender, stage, metastasis, recu-
rrence within 5 years, tumour length, 
width, depth, lymph nodes, perineural 
indicator, lymphovascular invasion, 
chemotherapy

LR, DT, 
RF, KN, 
GNB, 
MNB, 
SVC, 
SGD, 
GB, 
LGBM, 
and 
XGB

The LR algorithm was 
the top model in AUC= 
0.850 (0.014 SD, 95% 
CI 0.840-0.860) for the 
1-year

Potential incorporation of 
the developed model in to 
clinical practice needs to 
be further investigated

Some of the 
variables such as the 
chemotherapy cycles 
administered and 
the type of radiation 
therapy, were not 
used.
A small number of 
patients
For the short-term 
survival predictions, 
the dataset was 
unbalanced

AUC= 0.872 (0.014 
SD, 95% CI 0.861-
0.882) for the 5-year 
survival prediction. 
Using only the 5 most 
important predictor 
variables, the corres-
ponding values are 
0.793 (0.020 SD, 95% 
CI 0.778-0.807) and 
0.794 (0.011 SD, 95% 
CI 0.785-0.802 ).

China (35)
Retrospective 
(January 2019 and 
January 2021)

357 
Lymph nodes

DT-
DSMIL

Single lymph node 
classification,
AUC= 0.976 (95% CI: 
0.9607–0.9891) 
Lymph nodes with 
micro-metastasis 
AUC= 0.9816 (95% CI: 
0.9659–0.9935).
Macro-metastasis, 
AUC= 0.9902 (95% 
CI: 0.9787–0.9983). 
Accuracy= 95.3%

Follow up researches,
developing the diagnostic 
system, and classifying 
single lymph nodes

Model memory 
inefficiency

USA 
Taiwan (36)

Cohort study
(2022)

1888
(Unknown)

N=2048
demographic compositions, pathology 
images Stage, gene 

MOMA C-index = 0.74 NA
Unclear inclusion 
criteria 

 UK (37)
Cohort study
(January 2000 - 
January 2014)

1,327,996
(at least 40 
years)

N=5
(Age, gender 
Hb, MCV,
Platelets) 

Joint 
models 
(Cox 
sub-mo-
de)
Colon 
Flag

AUC (males)
Joint model: 0.751
Colon Flag: 0.762
AUC (females)
Joint model: 0.763
Colon Flag: 0.761
PPV=0.61-1.62
NPV=99.68–99.86%

-larger staging subgroups 
-further risk factors 
-include other common 
types of blood tests 

Only blood testing.
False positives results 
Small Sample size for 
some subgroups.
Tumour staging was 
missing.

Table 2. Application of Artificial Intelligence (AI) in colorectal cancer (CRC) prediction, diagnosis and treatment (continued)
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Furthermore, the relevant model performance 
measures were evaluated appropriately (Table 3).
Model comparison of ML algorithm’s role in 
predicting CRC. Most commonly used ML met-
hods included random forests (n=7), logistic re-
gression (n=5), and Colon Flag (n=2). This study 
used data mining approaches to predict CRC.  
Several metrics features identified the most accu-
rate models to predict CRC, namely, sensitivity, 
specificity, accuracy, AUC, and receiver opera-
ting characteristics (ROC) (24, 28, 37). When 
model accuracy (the proportion of totally used 
datasets that are correctly predicted out of the 
total instances) increased, the quality of interpre-
tation increased too (38, 39). The AUC measures 
the overall performance of the model; it captures 
the discriminatory ability of a model, estimates 
the probability and the performance over a seri-
es of thresholds (40). The AUC value was within 
range (0.5-1.0), the maximum value represented 
perfect model and the minimum value represen-
ted the performance of random model (41).
Colon Flag is a machine learning algorithm that 
uses basic patient information and CBC to iden-
tify the elevated risk of CRC (42). A five years’ 
prospective cohort study used AI to develop pre-
dictive model for CRC based on full blood count 
(FBC), these models were joint models and Co-
lon Flag mode. 
The total sample in Wang et al. study (42) was 
1,327,996 patients: The developed models could 
predict the risk of CRC based on blood test that 
included full blood count (FBC) results, lowering 
haemoglobin concentration, lowering mean cor-

puscular volume concentration, and rising in pla-
telet measurement increase risk of CRC inciden-
ce. The AUC of joint model was 0.751 for males 
and 0.763 for females, AUC of Colon Flag was 
0.762 for males and 0.761 for females, meaning 
the models could discriminate high-risk from 
low-risk patients using only earlier data prior 
to two years before diagnosis (37). Furthermo-
re, according to Hornbrook, Goshen, Choman, 
O’Keeffe-Rosetti, Kinar, Liles and Rust (28) 
Colon Flag model (AUC=0.80) identified indi-
viduals with a higher risk of undiagnosed colo-
rectal cancer at curable stages (0/I/II), predicted 
colorectal tumours 180–360 days prior to usual 
clinical diagnosis, and it is more accurate at iden-
tifying right-sided CRC. Moreover, the predicted 
relative risks of the model according to the CRC 
stage were: 12.1 for carcinoma in situ and 16.7 
for Stage I, at 99% specificity, and 54.1 for Stage 
II, 12.1 for Stage III, and 40.4 for Stage IV (28). 
Furthermore, Colon Flag was an effective model 
that uses routine blood test results to determine 
individuals at elevated risk for high risk precan-
cerous polyps and colorectal cancer; in 17,676 
individuals who had a screening colonoscopy 
there were 1,014 (5.7%) with a high risk precan-
cerous lesion (PCL) and 60 (0.3%) had colorectal 
cancer; the odds ratio for CRC was 5.1 and for 
PCL it was 2.0 (27).
The Decision. Tree model constructed a flowc-
hart of factors to predict CRC. It easily under-
stood and is desirable in a clinical setting; it 
constructs the base of the tree, then used less in-
formative variables at higher branches; this mode 
is known for its interpretability and robustness 

Reference No Participants Predictors Outcomes Analysis Overall
1.1 1.2 2.1 2.2 2.3 3.1 3.2 3.3 3.4 3.5 3.6 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9

(24)
(25)
(26)
(27)
(28)
(29)
(30)
(31)
(32)
(33)
(15)
(34)
(35)
(36)
(37)

Table 3. Prediction model risk of bias assessment tool (PROBAST) assessment of predictive modelling studies

Light grey, low; black, high; dark grey, unclear risk of bias
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(43). A retrospective study found that the ROC 
of Decision Tree (DT) was 0.58 (0.03) and it was 
prone to overfitting; in this study missing data 
affect prediction model (15).
Tan, Li, Yu, Zhou, Wang, Niu, Li and Li (35) predict 
CRC metastasis from slide images using Decision 
Tree - Discrete and Sparse Multimodal Instance Le-
arning (DT-DSMIL) for 357 patients from 2019 to 
2021; this model achieves accuracy of 95.3%  and 
AUC= 0.9762 (95% CI: 0.9607–0.9891), meaning 
that the model could identify the most likely me-
tastases (35). Although this model has the highest 
AUC, it has memory inefficiency (35). 
Random forests (RF) model is a collection of ran-
dom trees, each tree in a forest down to a terminal 
node which assigns it a class (44). Moreover, it de-
termines outcome predictions using binary splits 
on predictor variables by splitting “high” versus 
“low” values of a predictor related to outcome 
(45). A retrospective study demonstrated that 
ROC curves of RF were only 0.59 (0.04), which 
RF model is prone to lack the transparency and 
information that DTs have in making their classi-
fications (15). Cross-sectional retrospective study 
about predicting CRC using FBC data found that 
the AUC of RF model was 0.776, and most of the 
predictive power was due to age >40 years (24). 
Logistic regression (LR) is a classification mod-
el based on the probability of a discrete outcome 
given an input variable (46, 47). Susič, Syed-
Abdul, Dovgan, Jonnagaddala and Gradišek 
(34) found that LR algorithm has the highest 
AUC of 0.850 (0.014 SD, 0.840-0.860 95 % CI) 
for the 1-year, and 0.872 (0.014 SD, 0.861-0.882 
95% CI) for the 5-year survival prediction. Us-
ing only 5 most important predictor variables, 
the corresponding values were 0.793 (0.020 
SD, 0.778-0.807 95% CI) and 0.794 (0.011 SD, 
0.785-0.802 95% CI). A cross-sectional retro-
spective study predicts CRC from the consulta-
tion notes, demographics, medical history, med-
ications, blood parameters, and referrals; the 
results suggested that AUC=0.896 for LR and 
the important remark is that the combination 
of age and gender is highly predictive for CRC 
(29). Furthermore, a retrospective study that 
analysed 528,060 CRC patients demonstrated 
that big data of surgical colon cancer patients 
can be utilized to build ML models; AUC and CI 
for the developed model were LR (AUC 0.730, 

95% confidence interval - CI: 0.725-0.735), ML 
algorithms (0.748 and 0.757), the RF model 
(AUC 0.757, 95% CI: 0.752-0.762), outper-
forming XGBoost (AUC 0.756, 95% CI: 0.751-
0.761), and XGBoost using Synthetic Minority 
Over-sampling Technique (SMOTE) data (AUC 
0.748, 95% CI: 0.743-0.753). However, these 
methods have the potential to enhance surgical 
patients with CRC risk prediction (31). Where-
as, another study that used ML to predicate CRC 
survival rate demonstrated that the algorithm 
with the best survival prediction was XGBoost 
with more than 77% of accuracy, followed by 
RF and NB, which had the worst performance 
among those used; the results of the predictors 
were around 77% of accuracy, with AUC close 
to 0.86, and the most important column was the 
clinical staging in all of them (25). 
One model used artificial neural network (ANN), 
a simplified model that is based on a huge num-
ber of interconnected unites. It can evaluate the 
digital pathology images and demographic data 
for the diagnosis of CRC cancer (48). According 
to Nartowt, Hart, Muhammad, Liang, Stark and 
Deng (15), after comparing ANN, LR, NB, DT, 
RF, SVM, and LDA models in predicting CRC 
based on personal health data, the results su-
ggested that the ANN was the best model with 
expectation-maximization imputation, having a 
concordance or AUC of 0.70±0.02 sensitivity of 
0.63±0.06, and specificity of 0.82±0.04; howe-
ver, drops in an individual’s risk score in respon-
se to better personal health habits were used as a 
non-invasive and cost-effective tool to screen the 
CRC risk in large populations effectively (15).
Another model used to predict CRC was the No-
mogram model that is widely used in tumour-re-
lated research, and it predicts the probability of 
patient’s clinical events based on multivariate 
regression analysis, which can quickly and intu-
itively predict the prognosis of patients (32). A 
retrospective study in China, with a sample of 
57,835 CRCs, used Nomogram model to iden-
tify factors that lead to poorer prognosis, which 
include newly diagnosed CRC patients with dis-
tant metastasis and deliver appropriate treatment; 
the result was older age, unmarried status, poorly 
differentiated or undifferentiated grade, larger 
tumour size, N2 stage, right colon site, more 
metastatic sites, and elevated carcinoembryonic 
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antigen (CEA), might increase the CRC risk. In 
this study, two models were used, overall sur-
vival (OS) and cancer-specific survival (CSS), 
and the reliability and accuracy of the prediction 
models were assessed using a C index. The C-in-
dex of the OS nomogram prediction model in the 
training and validation groups was 0.67 (95% CI 
0.662–0.678) and 0.658 (95% CI 0.646–0.670), 
the C-index of the CSS nomogram prediction 
model in the training and validation groups was 
0.692 (95% CI 0.682–0.702) and 0.646 (95% CI 
0.622–0.670), respectively. The limitations of 
this study were low level of research evidence 
and missing data (32). 
Multi-omics Multi-cohort Assessment (MOMA) 
machine learning model aims to predict cancer 
genomics, proteomics, and important clinical 
outcomes (36). A cohort study based on histopat-
hology images to predict CRC survival demon-
strated that MOMA model successfully predicts 
patients’ progression-free survival outcomes 
with concordance index C=0.74 (36). It predicted 
survival of early-stage (stage I and stage II) and 
stage III colorectal cancer patients; stage IV was 
excluded due to multiple treatments (36). 
Another retrospective study used digital patholo-
gical images to build AI model that predicts pati-
ents with a high risk of recurrence of stage I–III 
CRC. The AI model is an inexpensive, non-inva-
sive method that can be implemented using only 
clinically existing materials. However, the sam-
ple size of 471 patients was small and AUC of AI 
model of 0.7245 with 95% CI (0.6707–0.7783) 
was found (33).
In a cohort study that used serum IgGN to pre-
dict CRC, the total sample was 252, which were 
classified into three groups: 59 healthy control 
(HC), 99 advanced adenomas (AA), and 94 
CRCs; the results demonstrated that combined 
index GlycoF (was developed to provide a poten-
tial early diagnostic biomarker in discriminating 
simultaneously) AA (AUC = 0.847) and CRC 
(AUC = 0.844) from HC; serum IgG N-glycans 
analysis provided powerful early screening bi-
omarkers that can efficiently differentiate CRC 
and AA from HC (26).
Our results found six studies that utilized multi-
model to predict CRC. For instance, a cross-sec-
tional retrospective study utilized five models 
that showed acceptable performance level as 

the following: LR (0.769), RF (0.704), LGBM 
(0.794), OCEC (0.796), and NN (0.791) (30). 
Another study including 528,060 patients and ML 
models, including RF and XGBoost, were built 
and compared with conventional LR; this study 
found that building ML models using big data to 
improve outcome prediction can enhance CRC 
risk prediction; AUC for LR (AUC 0.730, 95% CI: 
0.725-0.735), AUC for ML algorithms was betwe-
en 0.748 and 0.757, the RF model (AUC 0.757, 
95% CI: 0.752-0.762), outperforming XGBoost 
(AUC 0.756, 95% CI: 0.751-0.761) and XGBoost 
using Synthetic Minority Over-sampling Tech-
nique (SMOTE) data (AUC 0.748, 95% CI: 0.743-
0.753). In sum, RF had the highest AUC (31). 

DISCUSSION

There are several studies that applied ML algo-
rithms to predict and determine the recurrence 
of the CRC disease (49, 50). Our study identifies 
trends in the use of predictive analytics and big 
data for CRC.

Machine learning algorithms and big data analy-
sis techniques

Machine learning algorithms have been applied in 
many medical fields, which help health care pro-
viders to make optimal decision, for example, it 
can be used for early disease prediction such as the 
prediction of chronic diseases (51), heart disease 
(49), and CRC (31). There are many applications 
of AI in fighting against CRC, which are based 
on developing predictive models for diagnosing 
disease by extracting big data from endoscopes, 
genetics, CT, MRI, and pathological test. Howe-
ver, how treatment approaches to CRC can be 
enhanced when applying AI is still under discu-
ssion (52). Using a large registry of surgical colon 
cancer patients to build ML models, can improve 
outcome prediction which enhance risk prediction, 
leading to improved strategies to mitigate those ri-
sks (31). But, it is essential to consider the greatest 
weakness: the data accuracy of big data and the 
discriminative ability that is related to the fact that 
the majority of predictors are categorical, either 
nominal or ordinal, and the lack of clinical deta-
ils with predictive power, such as estimated blood 
loss or the presence of a disease (31). 
When comparing big data to traditional models, 
ML models require a large amount of data and 
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large number of observations, the performance 
of predictive model is optimized at the expen-
se of interpretability (31). According to Nwosu, 
Collins and Mason (53), big data analysis aims 
to support the process of improving the quality of 
service, reducing medical errors, promoting con-
sultation, and providing answers for health care 
inquires. 
Depending on quality of data, the performance 
of the developed algorithms can differ (30). For 
the prediction of the recurrence of breast cancer 
using ML algorithms in 1475 patient records, the 
extracted features included tumour grade, mole-
cular subtype, cancer focality, menopause, age, 
and greatest dimension of primary tumour as pre-
dictors of breast cancer recurrence using different 
machine learning algorithms ((49, 54).

Machine learning algorithms and big data analy-
sis benefits and drawbacks

Big data utilization in health care had many ad-
vantages such as improving safety and quality, 
designing new standardized protocols and evi-
dence based practice in healthcare (55). Big data 
analysis was effective in utilizing a large amou-
nt of data that were derived from public health 
surveillance to identify drugs, diagnostic and 
prognostic features (56). Moreover, it emphasi-
ses the needs for developing adequate healthcare 
services throughout estimating the prevalence of 
life-limiting diseases (57, 58). 
On the one hand, big data facilitates proacti-
ve care planning by developing risk prediction 
models with their prediction model of poor per-
formance status and severe symptoms (34). The 
availability of big data provides many opportuni-
ties to find out valuable knowledge and applicati-
ons for policy and practice such as identify those 
at risk of adverse outcomes and inappropriate 
treatment (59). Currently, the use of big data 
analysis has been increased in health care, which 
is gathered from the healthcare system for decisi-
on making and improving quality of health care 
(60). Also, the limitations that slowed the adopti-
on of big data analytics in healthcare include pri-
vacy concerns, limited resources, security risks, 
and the difficulty of big data analysis (60). The 
limitations of a study that used big data analysis 
are incomplete data entry, the sample was not 
enough, and data have missing values at ministry 

of health database (9); in addition, limited sample 
size and missing data (15, 24-26, 33, 34, 37), as 
well as unclear inclusion criteria (36).
Some studies encountered challenges related to 
potential bias due to the absence of comprehensi-
ve information and missing data regarding colo-
rectal cancer (27, 31, 32). Some of the variables 
such as the chemotherapy cycles administered 
and the type of radiation therapy, were not used 
in Susic et al. study (34). Only blood testing, fal-
se positives results, tumour staging were missing 
in Virdee et al. study (37). Another problem with 
using big data to improve patient care is that not 
enough information is gathered. For example, 
data on family support, patient experience, and 
death rates are not collected well enough (61). 
Furthermore, political and economic issues, such 
as the refusal of organizations for the need of 
technical and adaptive changes and inadequate 
engagement among political leaders, healthcare 
providers, and the technological industry were 
barriers for adopting advanced electronic health 
system, which is necessary to create big data 
sources (62).
Also, the performance of the developed algo-
rithms can be different depending on the country  
(30). Another issue is the predictors, categorical 
either nominal or ordinal, which may limit dis-
criminative ability of the predictive model (31). 
The challenges faced by individuals and orga-
nizations in the process of utilizing big data in 
healthcare are data privacy, security, ownership, 
expertise requirements, clinical data linkage, data 
storage and processing issues (53, 63). Further-
more, there are several challenges in predicting 
the CRC using AI that include medical and tech-
nical challenges. The technical challenges inclu-
de patients’ privacy and reliability of the models; 
medical challenges such as lack of awareness and 
knowledge about AI (64). 
Big data is important for healthcare providers. 
According to a systematic review that investiga-
ted eight papers between 2015 and 2018, big data 
is essential to prepare nurses and improve patient 
outcomes by improving safety, quality and outco-
mes; it provides a holistic view of a patient’s he-
alth status. Big data should be adopted by nurses 
as it is essential for their development in resear-
ches, practice, and education (65).
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Ethical implications and machine learning 
models

Using patient data in healthcare to train machine 
learning models has a number of ethical ramificati-
ons that must be thoroughly evaluated. It is vital to 
ensure that patient information is de-identified and 
anonymized to maintain privacy. By doing so, every 
personal identity is eliminated from the dataset.
Although ethical concerns may be less apparent 
in systematic review studies in comparison to 
research involving human subjects in primary 
settings, they continue to be substantial. The re-
searchers in this systematic review have incorpo-
rated data from previous studies while taking into 
account various ethical considerations. 
We tried to keep the data from the original studi-
es accurate. This means giving accurate results 
and not picking and choosing which results to 
show to support a certain conclusion. In the pre-
sentation process each step used to collect and 
combine data is kept clear and can be repeated so 
that other people can check the results or do the 
review again. Furthermore, we tried our best to 
make sure that the reviewed studies had no ethi-
cal problems. The privacy and anonymity of the 
people who took part in the original research are 
maintained in this review. Ethical considerations 
have been meticulously managed throughout this 
systematic review; the review process is transpa-
rent, unbiased, and in accordance with the ethical 
norms of the included research. In addition, a po-
tential consequence of an excessive dependence 
on machine learning techniques in healthcare is 
the erosion of clinical abilities and a diminished 
value placed on human judgment.

Colorectal cancer risk prediction

Colorectal cancer risk prediction was linked to 
certain demographic and characteristics such as 
age, gender, education, employment, date of first 
diagnosis, location, stage, treatment modality, 
route of diagnosis comorbidities, the primary 
site, tumour size, histological type, and number 
of lymph nodes affected (15, 29, 30, 32-34). The 
most important variables for five-year prediction 
were the number of residual, distant metastasis, 
stage, probable recurrence, and tumour length, 
whereas biomarkers do not appear among the top 
20 most important ones (34).

Understanding the contribution of modifiable 
and non-modifiable risk factors to CRC burden 
and their trends over time is important to provide 
better care for those patients. The non-modifiable 
risk factors are age, gender, and hereditary factors 
(32, 33, 66). These factors were utilized in big 
data analysis to predict CRC (25). Other modifia-
ble risk factors for developing CRC are alcohol 
intake, dietary patterns (diet with processed foods, 
diets low in fruit and vegetables) (67). In this re-
view one study analysed diet risk factors such as 
multivitamin, alcohol, vegetables, and red meat 
consumption (15). The modifiable factors such as 
environmental and lifestyle factors, obesity, physi-
cal activity, smoking, high salt and red meat incre-
ased the risk of colorectal cancer (15, 66).
Colorectal cancer survival rates are associated 
with age at diagnosis, and patient characteristics, 
such as race, ethnicity and socioeconomic status 
according  the American Cancer Society (ACS) 
(68). The strongest predictor of cancer mortality 
was advanced age (69). The age is an important 
predictor for CRC occurrence (34). Low survival 
rates are associated with older age (50 years or ol-
der), poor differentiation and right-sided cancers 
(70). Colorectal cancer survival rates among Jor-
danian patients for five and ten years were 58.2% 
and 51.8%, respectively (70). Furthermore, CRC 
survival is better when colorectal cancer is diagno-
sed while being still at localized stage; the 5-year 
survival rate for localized CRC was 72.1%, regio-
nal 53.8%, and for distant stage 22.6% (70). Low 
survival rates are associated with older age (50 
years or older), poor differentiation, right-sided 
cancers, and advanced cancer stage (70).
In order to achieve meaningful utilization of big 
data to improve cancer patient care, it is essential 
to collect adequate information such as mortality 
data, risk predictor, diagnosis, and treatment mo-
dality, which facilitate early diagnosis to reduce 
mortality rates and to determine the effective the-
rapeutic interventions (51). 

Staging of colorectal cancer (CRC)

Our results showed that the stage of CRC ena-
bled early detection and early relapse prediction 
of CRC (25, 26, 32-34). Although tumour staging 
is important, it was missing which cause the limi-
tation in a cohort study aimed at the development 
and validation of a dynamic prediction model 
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(37). The most important predictor of the CRC 
survival is stage at diagnosis (68): the 5-year sur-
vival rate is 71% and 14% for those diagnosed 
with regional and distant stages, respectively, but 
it increased to 90% for 39% of patients diagnosed 
with localized-stage disease (68). Furthermore, 
CRC survival is better when colorectal cancer is 
diagnosed while being still at a localized stage; 
the 5-year survival rate for localized CRC was 
72.1%, 53.8% for regional, and 22.6% for the 
distant metastases stage (70). 

Types of colorectal cancer (CRC) 

The distribution of CRC by topography inclu-
des cecum, appendix, ascending colon, hepatic 
flexure of colon, transverse colon, splenic flexure 
of colon, sigmoid colon, descending colon, rec-
tosigmoid junction, rectum, anus and anal canal 
(71, 72). Tumour site was used to predict distant 
metastasis pattern, prognostic prediction model 
of CRC patients, prediction of recurrence based 
on big data analysis (32, 33). In Jordan, rectal 
cancer was the most common site (22.6%), other 
types were sigmoid colon (21.7%), unknown 
sites (12.3%), recto-sigmoid (9.9 %), and ce-
cum (7.9%), respectively (70). According to the 
American Cancer Society (ACS (68), males have 
rectal cancer (60%) more often than colon cancer 
(20%), and females are more likely to develop 
adenomas in the proximal colon than men.
Histology type was used to predict distant me-
tastasis pattern and prognostic prediction model 
of CRC patients using big data mining (32). Si-
milarly, histology was utilized in artificial intelli-
gence-based prediction of CRC recurrence after 
curative resection (33). Histological types were 
divided into primary adenocarcinoma, which 
constituted the majority of cases, and others, 
which included lymphomas, carcinoid tumours, 
and gastrointestinal stromal tumours (73). Ade-
nocarcinoma was the commonest morphology 
(85%) followed by mucinous (colloid) adenocar-
cinoma (8.4%), other carcinomas (4.6%), signet 
ring adenocarcinoma (0.9%), carcinoids (0.7%), 
adenocarcinoma in adenomatous polyps (0.2%), 
and adenocarcinoma in villous adenoma (0.2%) 
(70). Many AI studies used laboratory tests to 
develop and evaluate prediction model for colo-
rectal cancer such as CBC (24, 26-29, 32). 

Colorectal cancer screening 

Factors that decrease the incidence of cancer are 
early detection and screening, which help in dia-
gnosing CRC at an early stage and chances of sur-
vival become better (5). Screening strategies are 
needed for early detection of colon adenomas and 
colorectal cancer (15, 70). The American Cancer 
Society (ACS) recommends the following scree-
ning tests that can find CRC: annual faecal immu-
nochemical test (FIT), annual faecal occult blood 
test (FOBT) or Stool DNA test every 3 years (74). 
The three categories commonly used as predicti-
on and screening methods for colorectal cancer in 
clinical practice include: stool test, imaging exa-
mination, gut microbiome and colonoscopy (75). 
Imaging examination such as spiral CT and MRI 
is fast, but it is difficult to detect early intestinal 
lesions (75). However, CT scan results can be 
used for predicting survival of colorectal cancer 
patients using RF, NB, XGBoost models (33). 
While colonoscopy can directly observe colo-
rectal lesions, the disadvantages of colonosco-
py examination include the need to empty the 
bowel, thus it may cause electrolyte imbalance 
(75). Furthermore, colonoscopy is an invasive 
examination, which may cause intestinal perfo-
ration, intestinal infection, and acute peritonitis. 
That means that the existing screening methods 
suffer from shortages in accuracy, feasibility 
sensitivity, and patient experience (75). For that, 
AI model prediction could be safer than routine 
screening methods.
A cohort study demonstrated that growing tu-
mours often cause changes in blood test results 
that may help in earlier detection; blood test 
includes complete blood count (CBC) results of 
lowering haemoglobin concentration, lowering 
mean corpuscular volume concentration, and a 
rise in platelet measurement concentration (37). 
Colorectal cancer predictive models can be inte-
grated into routine practice effectively as they can 
be used as a cost-effective and non-invasive met-
hod to screen the CRC risk in large populations, 
which are based on personal health data only. For 
instance, the ANN model, which classifies parti-
cipants into low-, medium-, and high CRC-risk 
groups, can be used as an effective screening tool 
for early intervention and prevention of CRC in 
routine practice (15).
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It is recommended to compare the effectiveness 
of the predictive model between CRC and other 
types of cancer. Avoiding data missing and in-
complete data entry is essential to test the predic-
tive model, ML models require a large amount 
of data in comparison to traditional models. With 
a large number of observations, the predictive 
performance is optimized. Further verification 
through prospective studies is recommended. 
Furthermore, performing external validation for 
models is essential.
In conclusion, colorectal cancer is the leading 
cause of death worldwide. For that, it is essenti-
al for early detection and medical intervention to 
reduce the mortality rate. Better utilization of big 
data  stored in medical health records is important 
for health planning to prevent CRC by identifying 
attributing factors to colorectal cancer using pre-

dictive model which may decrease the proportion 
of late diagnoses. Machine learning algorithms 
can predict specific attributes for deferent types of 
cancer including CRC. There are different models 
used to predict CRC and it is important to assess 
accuracy, sensitivity and specificity of each model. 
Furthermore, big data analysis is important to im-
prove patient outcome, quality of care, and safety, 
to facilitate decision making regarding treatment 
options, decrease mortality rates, improve quality 
of care, and reduce the financial burden on health 
care institutions. 
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